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1 INTRODUCTION 

1.1 INTRODUCTION 

Acme Inc. recently parted ways with their network manager, later discovering there was no 

documentation created on the network. Due to the lack of documentation, senior management 

were worried about the state of the network and its security.  

 

Acme Inc. have provided a machine preloaded with Kali Linux to be used to map the network 

and evaluate the security. The tools used all came pre-installed on Kali Linux. 

1.2 AIM 

The aim of this report was to provide Acme Inc. with a full understanding of their network. As 

well as to evaluate the security of the network and provide mitigations to identified 

vulnerabilities. 

 

 



2 NETWORK DIAGRAM 

2.1 NETWORK MAP 

 

 
 



2.2 MAP KEY 

 

2.3 NETWORK TABLE 

Subnet Address Broadcast Address Subnet Mask Host Range 

192.168.0.32 192.168.0.63 255.255.255.224 192.168.0.33-
192.168.0.62 

192.168.0.64 192.168.0.95 255.255.255.224 192.168.0.65-
192.168.0.94 

192.168.0.96 192.168.0.127 255.255.255.224 192.168.0.97-
192.168.0.126 

192.168.0.128 192.168.0.159 255.255.255.224 192.168.0.129-
192.168.0.158 

192.168.0.192 192.168.0.223 255.255.255.224 192.168.0.193-
192.168.0.222 

192.168.0.224 192.168.0.227 255.255.255.252 192.168.0.225-
192.168.0.226 

192.168.0.228 192.168.0.231 255.255.255.252 192.168.0.229-
192.168.0.230 

192.168.0.232 192.168.0.235 255.255.255.252 192.168.0.233-
192.168.0.234 

192.168.0.240 192.168.0.243 255.255.255.252 192.168.0.240-
192.168.0.242 

172.16.227.0 172.16.227.255 255.255.255.0 172.16.227.1-
172.16.227.254 

13.13.13.0 13.13.13.255 255.255.255.0 13.13.13.1-
13.13.13.254 

 

Refer to Appendix A for calculations 

 

 

 



2.4 DEVICE TABLE 

 

Device Service Interfaces IP/Subnet  Ports 

 
Router 1 

 
VyOS 

Eth0 192.168.0.193/27 22 (ssh), 23 
(telnet), 80 
(http), 443 
(ssl/http) 

Eth1 192.168.0.225/30 

Eth2 172.16.221.16/24 

 
Router 2 

 
VyOS 

Eth0 192.168.0.226/30 23 (telnet), 80 
(http), 443 
(ssl/http) 

Eth1 192.168.0.33/27 

Eth2 192.168.0.229/30 

 
Router 3 

 
VyoS 

 

Eth0 192.168.0.230/30 23 (telnet), 80 
(http), 443 
(ssl/http) 

Eth1 192.168.0.129/27 

Eth2 192.168.0.233/30 

 
Router 4 

 
VyOS 

Eth0 192.168.0.97/27 23 (telnet), 80 
(http), 443 
(ssl/http) 

Eth1 192.168.0.65/27 

Web Server 1  Eth0 172.16.221.237/24 80 (http), 443 
(https) 

Web Server 2 Linux Eth0 192.168.0.242/30 22 (ssh), 80 
(http), 111 
(rpcbind) 

DCHP Server  Eth0 192.168.0.203/27  

 
Firewall 

 
PFSense 

WAN 192.168.0.234/30 54 (domain), 
80 (http), 2601 
(quagga), 2604 
(quagga), 2605 
(quagga)  

LAN 192.168.0.98/27 

DMZ 192.168.0.241/30 

Workstation 1 Kali Linux Eth0 192.168.0.200/27 111 (rpcbind) 

 
Workstation 2 

 
Linux 

Eth0 192.168.0.210/27 22 (ssh), 111 
(rpcbind), 2049 
(nfs_acl) 

 
Workstation 3 

 
Linux 

Eth0 192.168.0.34/27 22 (ssh), 111 
(rpcbind), 2049 
(nfs_acl) 

Eth1 13.13.13.12/24 

 
Workstation 4 

 
Linux 

Eth0 192.168.0.130/27 22 (ssh), 111 
(rpcbind), 2049 
(nfs_acl) 

 
Workstation 5 

 
Linux 

Eth0 192.168.0.66/27 22 (ssh), 111 
(rpcbind), 2049 
(nfs_acl) 

Workstation 6 Linux Eth0 13.13.13.13/24 22 (ssh) 

 

 

 

 

 

 



3 NETWORK MAPPING 
All figures referenced in this section can be found in Appendix C. 

3.1 ROUTER 1 

The first step was to use the command “ifconfig” on the provided Kali Linux machine. This 

provided the IP address of the machine and the subnet mask of the first subnet, as seen in 

Figure 1.1.a.  

 

Using this information, the subnet address was calculated, as can be found in Appendix A, and 

then used by nmap to scan the subnet. The command used for this was “nmap -sV 

192.168.0.192/27”. The -sV flag attempts to gather information on services running on the 

device being scanned. The results of the nmap scan and future scans can be found under 

Appendix B. 

 

This showed 3 new devices, 192.168.0.193, 192.168.0.203 and 192.168.0.210. 192.168.0.203 

had no open ports, see section 3.12 for further information on this device. However, 

192.168.0.210 was shown to be running Linux, see section 3.5 for further information. 

192.168.0.193 was found to be Router 1, running VyOS. By using traceroute on Kali Linux for 

both 192.168.0.203 and 192.168.0.210. It was discovered that the provided Kali machine, 

192.168.0.203 and 192.168.0.210 were connected via a switch to the same interface on Router 

1 as the workstations only hopped once and did not travel through the router.   

 

Router 1 had SSH and Telnet enabled, both of which used the default credentials for VyOS 

routers (username: vyos, password: vyos). This allowed the tester access to the router where 

the commands “show interfaces”, “show ip route” and “show arp” were used to further map the 

network.  

 

The router also had http enabled however when navigated to only displayed the default VyOS 

page.  

 

As can be seen in Figure 1.1.b and Figure 1.1.c, it was discovered that the router had a further 

two interfaces, eth1 and eth2. Eth1 had the IP 192.168.0.225 and connected to Router 2 and 

Eth2 had the IP 172.16.221.16. show interfaces provided the subnet address for the eth2 which 

was then scanned the same nmap scan previously used. This discovered a device 

172.16.221.237, see section 3.10 for further details on this device. 

3.2 ROUTER 2 

From eth1 of Router 1 it was known that it was connected to subnet 192.168.0.224/30 which 

only has 2 useable hosts, since 192.168.0.225 was used by Router 1, the other connection 

must have been 192.168.0.226. That address was enumerated by again using nmap to scan it 



and it was discovered to be Router 2 running VyOS. It had telnet enabled, again using the 

default credentials for VyOS. The router also had http enabled which again only displayed the 

default page when navigated to in a browser. show ip route and show interfaces were entered 

on the router as seen in Figure 1.2.a. 

 

Following the same method for Router 1, it was found that Router 2 had 3 interfaces, eth0 which 

connected back to router 2 with an IP of 192.168.0.226, eth1 which had an IP of 192.168.0.33 

and connected to workstation 3, see section 3.6. There was also eth2 which connected to 

Router 3 and had 192.168.0.229 as an IP. 

 

3.3 ROUTER 3 

Using the same methodology Router 3 was enumerated. The interface Eth0 connected back to 

Router 2 via the IP 192.168.0.230. Workstation 4 with the IP 192.168.0.130 was found to be 

connected to Router 3 via the interface eth1 with the IP 192.168.0.129, see section 3.7 for 

further information. A firewall was also found that connected via eth2 which has the IP 

192.168.0.233. 

3.4 ROUTER 4 

Router 4 was found past the firewall, see section 3.13. This device had only two interfaces. 

Eth0, IP of 192.168.0.97 connected to the firewall. The interface Eth1 of this device, 

192.168.0.65 connected to Workstation 5, see section 3.8 for further information. 

 

3.5 192.168.0.210 (WORKSTATION 2) 

The previous nmap scan of this device found it had SSH enabled however the username and 

password was not known. The device also had NFS enabled, by using the command 

“showmount -e 192.168.0.210” as seen in Figure 1.5a it was revealed that NFS was poorly 

configured to allow access to the entire directory of the workstation. 

 

Workstation 2 was then mounted and the passwd and shadow file were copied from the /etc/ 

folder on the device to the Kali Linux machine. They were then combined using the unshadow 

command as seen in Figure 1.5.b. The file this created was then used with John the Ripper, a 

password cracking software, as can be seen in Figure 1.5.c. This successfully discovered the 

password to xadmin to be “plums”. 

 

 

 



3.6 192.168.0.34 (WORKSTATION 3) 

The nmap scan for this device found it also had SSH enabled. The password discovered in 

Section 3.5 was re-used in a successful attempt to see if the same password was reused. 

Logged in as xadmin on Workstation 3, ifconfig was entered which revealed that Workstation 3 

was multi-homed and had another interface of Eth1 with the IP 13.13.13.12 which connected to 

the network 13.13.13.0/24. Found in the .bash_history of this workstation was a device with the 

IP 13.13.13.13, see section 3.9 for further information.  

 

3.7 192.168.0.130 (WORKSTATION 4) 

The nmap scan of Workstation 4 found it had SSH enabled. An attempt was made to login using 

the same credentials as Workstation 2 and 3. This revealed that SSH was configured to use 

public keys to login. It was presumed that one of the devices in the network would have SSH’d 

into it and therefore would’ve had to have the key. Found in the .bash_history of Workstation 3, 

as seen in Figure 1.7.a, was the command “ssh xadmin@192.168.0.130”. Workstation 4 was 

then SSH’d into via the SSH to Workstation 3 which successfully logged in as xadmin without 

any further login prompt, see Figure 1.7.b. 

3.8 192.168.0.66 (WORKSTATION 5) 

This workstation was found past the firewall however by this point a rule had been added to 

allow data from 192.168.0.200, the Kali machine to pass through the firewall, see section 3.13 

for further details on how this was done. 

 

The nmap scan of this machine revealed it had SSH and NFS enabled. The SSH only used 

public key authentication so couldn’t be logged into. However, NFS was misconfigured to allow 

the reading and writing of the files on the device. This allowed for the Kali key to be copied to 

the workstation as can be seen in Figure 1.8.a, which meant that the device could then be 

SSH’d into without any further prompt. 

 

3.9 13.13.13.13 (WORKSTATION 6) 

The last workstation found was connected via the multi-homed Workstation 3. The Kali Linux 

machine had no knowledge of Workstation 6 and therefore couldn’t be attacked directly from it.  

 

The way this was bypassed was through SSH Tunneling via Workstation 3. This first step for 

setting this up was to SSH into Workstation 3 as xadmin and since SSH Tunneling can only be 

set up as root, root access had to be gained. This was done by using the xadmin account to 

change the password for root to be root and switching to root via the “su -l” command as can be 

seen in Figure 1.9.a.  

mailto:xadmin@192.168.0.130


 

The next step was to change the SSH configuration by editing the sshd_config found under 

/etc/ssh/sshd_config. The file was edited through nano to have the settings found in Figure 

1.9.b. The SSH service was then restarted as seen in Figure 1.9.c. 

 

The SSH tunnel could then be set up using the command “ssh -w1:1 root@192.168.0.34”, see 

Figure 1.9.d. The flag “-w1:1” was used as the Kali Machine already had a tunnel under the 

name tun0 which was used to SSH tunnel past the firewall, see section 3.13 for further details. 

Typically, however “-w0:0” would be used and tun0 would be used instead of tun0 that can be 

seen in the relevant figures.  

 

The commands “ip addr add 2.2.2.2/30 dev tun1” and “ip link set tun1 up” were entered on 

Workstation 3, see Figure 1.9.d. Similar commands were then entered on Kali Linux as seen in 

Figure 1.9.e. IPv4 routing was then enabled by the third command in Figure 1.9.d. The route to 

13.13.13.0 was then added as can be seen by the third command in Figure 1.9.e. The final 

command of the process can be found as the fourth command in Figure 1.9.d. Once this 

process was completed the Kali machine could then communicate with the 13.13.13.0/24 

network.  

 

The nmap scan of this network revealed 13.13.13.13 to only have SSH enabled. With the 

password “plums” failing to work for the user xadmin, brute-forcing was used. The program used 

for this was hydra which was successful as can be seen in Figure 1.9.f, the password for 

xadmin was revealed to be “!gatvol”. 

3.10 172.16.221.237 (WEB SERVER 1) 

The IP was initially navigated to in Firefox which revealed very little so a Nikto scan was ran 

against the IP. This revealed there to be a wordpress installation that could be seen in Firefox 

under “172.16.221.237/wordpress/”. Found on the website was the information that “admin” was 

an account, this was then brute-forced using wpscan as can be seen in Figure 1.10.a. This 

revealed the password to be “zxc123”.  

 

The admin account was then logged into and the admin section was manually searched. Found 

in the admin section was a page that allowed for the editing of php pages under Appearance > 

Editor. The author.php page was then edited to be a reverse shell to the Kali machine. Netcat 

was then used to set up a listener using the command “nc -nlvp 1234”. The author page was 

then navigated to which successfully created a shell as can be seen in Figure 1.10.b.  

3.11 192.168.0.242 (WEB SERVER 2) 

This server was found by using nmap to scan all unmapped subnets that had been referenced 

in the route tables of the routers. By using traceroute it was discovered to be passed the firewall 

and presumably in the DMZ.  

 

mailto:root@192.168.0.34


A nikto scan was again used which revealed the server to be vulnerable to shellshock. Instead, 

the root password of the device was brute-forced with hydra as can be seen in Figure 1.11.a.  

 

 

3.12 192.168.0.203 (DHCP SERVER) 

The device 192.168.0.203 was discovered to be a DHCP server by using the nmap. As can be 

seen in Figure 1.12.a the script broadcast-dhcp-discover was used. 

 

3.13 FIREWALL 

The firewall was connected to the network via Router 3. It was known that the other IP of the 

192.168.0.232/30 subnet had to be 192.168.0.234 as Eth2 of Router3 was 192.168.0.233. 

However, it was confirmed by running a traceroute to the Kali Machine from Web Server 2. 

 

It was assumed, based of the route tables of the routers, that there would be further subnets to 

discover beyond the firewall so SSH tunneling through Web Server 2 was used. The 

methodology for this was similar to that used in Section 3.9 as can be seen in Figure 1.13a-d. 

 

Once this was configured a nmap scan could be run against the firewall which revealed it to be 

running a web server. When navigated to it opened to a login page for pfSense which could be 

logged into using the default credentials (username: admin, password: pfsense). From their a 

rule could be added to allow all traffic from Workstation 1 to be allowed through the firewall. 

 

4 SECURITY WEAKNESSES 

4.1 SHELLSHOCK 

Web Server 2 was vulnerable to Shellshock which can enable an attacker to execute 

commands and gain unauthorized access.  

 

This can easily be mitigated as the vulnerability has been patched and simply requires the 

updating of bash. This can be done by logging in as root on Web Server 2 and entering the 

command “apt-get install –only-upgrade bash” 

 



4.2 DEFAULT CREDENTIALS 

All of the routers used the default password of “vyos”. This can allow an attacker to gain 

unauthorized access by simply googling the default password of the device. 

 

This can be mitigated by logging into the router and following the guide provided by VyOS to 

changing passwords that can be found online: https://wiki.vyos.net/wiki/Password. 

 

The firewall also used the default password. This can be changed through the website interface 

under System > User Management. 

4.3 WEAK PASSWORDS 

Many of the passwords found were weak passwords, meaning they were simple and could be 

easily guessed by brute-force programs. 

 

This can be mitigated by simply implementing a better password policy and using the “passwd” 

command on Linux to update the passwords to be longer and more complex. 

4.4 REUSE PASSWORDS 

Many of the workstations re-use the same password of “plums” for the user xadmin. This is poor 

practice as if an attacker is able to crack one password the majority of the network becomes 

compromised.  

 

This can be easily mitigated by settings different passwords for different hosts. As long as the 

passwords still follow a good password policy and are not guessable. 

4.5 SSH BRUTE-FORCING 

None of the workstations that have SSH enabled have any configuration to prevent multiple 

login attempts meaning it is easy for a program such as hydra to try thousands of passwords 

very quickly.  

  

One mitigation found is https://kvz.io/block-brute-force-attacks-with-iptables.html, which simply 

requires implementing two rules on each workstation that would have SSH enabled. 

4.6 TELNET 

The protocol telnet uses plain text and therefore is vulnerable to attackers using man in the 

middle or similar attacks to gain critical information. 

 

https://wiki.vyos.net/wiki/Password
https://kvz.io/block-brute-force-attacks-with-iptables.html


It would be best practice to disable Telnet on the entire network and replace with SSH where 

needed. Telnet can be disabled by logging in to the router and following the commands in 

Figure 4.6.a.  

4.7 OUTDATED SOFTWARE 

Much of the software used in the network is out of date such as the Web Server 1 is running 

Apache 2.2.22 but the latest release is version 2.4.41. The wordpress scan that was run which 

results can be found in Appendix D, revealed numerous issues with the installation that were 

due to an out of date version being used. 

 

The wordpress server can easily be updated by following the guide found here: 

https://wordpress.org/support/article/updating-wordpress/. 

4.8 NFS CONFIGURATION 

Workstation 2 and Workstation 5’s NFS protocols are poorly configured. With Workstation 2 and 

5 allowing access to files such as shadow and passwd. Workstation 5 also allowed write 

privileges allowing anyone to modify files. 

 

To mitigate this, NFS should be configured to mount in the xadmin directory to prevent attackers 

gaining access to important directories. As well as this NFS should be configured to prevent 

write access unless necessary. This can be done by modifying the exports file found in /etc and 

changing the configuration from “/” to “/home/xadmin” and the write permission can be removed 

by changing “(rw, root_squash, fsid=32)” to “(ro, root_squash, fsid=32)”. 

4.9 HTTP USE 

The only web server that had HTTPS enabled was Web Server 1 however it was not forced, 

and HTTP was still allowed. The use of HTTP means that any data transferred such as login 

details can be captured by an attacker. 

 

It is best practice to use HTTPS instead as this encrypts the data that is being sent. 

5 DISCUSSION 

5.1 EVALUATION 

The subnets have been configured relatively well with little wastage of hosts between routers 

whilst allowing for expansion of devices in subnets that are more likely to be changed in the 

future such as 192.168.0.192/27.   

 

https://wordpress.org/support/article/updating-wordpress/


Many of the issues with the network can be fixed rather easily and a lot simply require the 

update of software or a few commands. Only Router 1 had telnet enabled, the rest had the 

much more secure SSH. However, the devices with SSH enabled could still be made a lot more 

secure by limiting root access through SSH and using public key authentication. 

 

The password policy is one of the main issues that needs fixed, by simply creating stronger 

more complex passwords and no longer reusing the same passwords across multiple devices 

the network would become a lot more secure. 

 

HTTPS should also be used instead of HTTP wherever possible as it would prevent any critical 

data being captured by an attacker. 

 

 

 

 

5.2 CONCLUSION 

In conclusion, without the suggested mitigations being implemented the network is in a poor 

state security-wise. With the ease of implementation of the mitigations it is highly recommend 

that they are completed immediately before the network continues to be regularly used by Acme 

Inc. 

 

 

 

6 APPENDICES 

6.1 APPENDIX A – SUBNET CALCULATIONS 

192.168.0.200 –> 1100000.10101000.00000000.11001000 

255.255.255.224 –> 11111111. 11111111. 11111111.11100000 

AND 

Subnet Address = 1100000.10101000.00000000.11000000 

Subnet Address = 192.168.0.192/27 

Broadcast Address = 1100000.10101000.00000000.11011111 

Broadcast Address = 192.168.0.223 

 

192.168.0.225 –> 1100000.10101000.00000000.11100001 

/30 –> 11111111. 11111111. 11111111.11111100 

AND 

Subnet Address = 1100000.10101000.00000000.11100000 



Subnet Address = 192.168.0.224/30 

Broadcast Address = 1100000.10101000.00000000.11100011 

Broadcast Address = 192.167.0.227 

 

172.16.221.16 -> 10101100.00010000. 11011101.00010000. 

/24 -> 11111111. 11111111. 11111111.00000000 

AND 

Subnet Address = 10101100.00010000. 11011101.00000000 

Subnet Address = 172.16.221.0/24 

Broadcast Address = 10101100.00010000. 11011101.11111111 

Broadcast Address = 172.16.221.225 

 

 

192.168.0.33 -> 1100000.10101000.00000000.00100001 

/27 -> 11111111.11111111.11111111.11100000 

AND 

Subnet Address = 1100000.10101000.00000000.00100000 

Subnet Address = 192.168.0.32/27 

Broadcast Address = 1100000.10101000.00000000.00111111 

Broadcast Address = 192.168.0.63 

 

192.168.0.229 -> 1100000.10101000.00000000.11100101 

/30 -> 11111111. 11111111. 11111111.11111100 

AND 

Subnet Address = 1100000.10101000.00000000.11100100 

Subnet Address = 192.168.0.228/30 

Broadcast Address = 1100000.10101000.00000000.11100111 

Broadcast Address = 192.168.0.231 

 

192.168.0.233 -> 1100000.10101000.00000000.11101001 

/30 -> 11111111. 11111111. 11111111.11111100 

AND 

Subnet Address = 1100000.10101000.00000000.11101000 

Subnet Address = 192.168.0.232/30 

Broadcast Address = 1100000.10101000.00000000.11101011 

Broadcast Address = 192.168.0.235/30 

 

192.168.0.129 -> 1100000.10101000.00000000.10000001 

/27 -> 11111111.11111111.11111111.11100000 

AND  

Subnet Address = 1100000.10101000.00000000.10000000 

Subnet Address = 192.168.0.128/27 

Broadcast Address = 1100000.10101000.00000000.10011111 

Broadcast Address = 192.168.0.159 



 

192.168.0.97 -> 1100000.10101000.00000000.01100001 

/27 -> 11111111.11111111.11111111.11100000 

AND 

Subnet Address = 1100000.10101000.00000000.01100000 

Subnet Address = 192.168.0.96/27 

Broadcast Address =1100000.10101000.00000000.01111111 

Broadcast Address = 192.168.0.127/27 

 

192.168.0.65 -> 1100000.10101000.00000000.01000001 

/27 -> 11111111.11111111.11111111.11100000 

AND 

Subnet Address =1100000.10101000.00000000.01000000 

Subnet Address =192.168.0.64/27 

Broadcast Address = 1100000.10101000.00000000.01011111 

Broadcast Address = 192.168.0.95 

 

192.168.0.242 -> 1100000.10101000.00000000.11110010 

/30 -> 11111111. 11111111. 11111111.11111100 

AND 

Subnet Address = 1100000.10101000.00000000.11110000 

Subnet Address = 192.168.0.240/30 

Broadcast Address = 1100000.10101000.00000000.11110011 

Broadcast Address = 192.168.0.243 

 

13.13.13.12 -> 00001101.00001101.00001101.00001100 

/24 -> 11111111.11111111.11111111.00000000 

AND 

Subnet Address = 00001101.00001101.00001101.00000000 

Subnet Address = 13.13.13.0/24 

Broadcast Address = 00001101.00001101.00001101.11111111 

Broadcast Address = 13.13.13.255 

 

 



6.2 APPENDIX B – NMAP SCANS 

192.168.0.192/27 



172.16.221.0/24 

192.168.0.224/30 



192.168.0.32/27 

 

 

13.13.13.0/24 



192.168.0.228/30 

192.168.0.128/27 



192.168.0.232/30 

192.168.0.240/30 



192.168.0.96/27 

 

192.168.0.64/27 

 

 



6.3 APPENDIX C – FIGURES 

 
Figure 1.1.a. ifconfig 

 
Figure 1.1.b. show interfaces and show arp on Router 1 



 
Figure 1.1.c. show ip route on Router 1 

 



 
Figure 1.2.a. show interfaces and show ip route on Router 2 



 
Figure 1.3.a. show interfaces and show ip route on Router 3 



Figure 1.4.a. show ip route and show interfaces on Router 4 

Figure 1.5.a. Mounting the NFS to Workstation 3 

 
Figure 1.6.b. unshadow combing the passwd and shadow files 



Figure 1.6.c. John the Ripper cracking the password to xadmin 

.

Figure 1.7.a. bash_history of Workstation 3 

Figure 1.7.b. SSH into Workstation 4 from SSH to Workstation 3 



Figure 1.8.a. Copying the Kali key to Workstation 5 and SSH’ing into it  

Figure 1.9.a. SSH’ing into Workstation 3 and changing the password of root 

 



Figure 1.9.b. SSH Config changed 

 
Figure 1.9.c. SSH restarted 

Figure 1.9.d. SSH Tunnel set up on Workstation 3

Figure 1.9.e. SSH Tunnel set up on Workstation 1 (Kali) 

Figure 1.9.f. hydra brute-forcing the password of xadmin on Workstation 6 

Figure 1.10.a. wpscan brute-forcing the admin password 



Figure 1.10.b. Shell successfully being created via netcat 

Figure 1.11.a. hydra brute-forcing root password of Web Server 2 

 

 
Figure 1.12.a. broadcast-dhcp-discover response 



 
Figure 1.13.a. SSH being configured to allow tunneling 

 
Figure 1.13.b. Tun0 being set up on Web Server 2 

Figure 1.13.c. Tun0 being set up on Web Server 2 cont. 

Figure 1.13.d. Tun0 being set up on Workstation 1 

 



6.4 APPENDIX D – WPSCAN  

 

 



 

 



 

 


